‘® redhat.

Red Hat Enterprise Linux

5
5.8 Technical Notes

Detailed notes on the changes implemented in Red Hat Enterprise Linux
5.8
Edition 8

Landmann






Red Hat Enterprise Linux5 5.8 Technical Notes

Detailed notes on the changes implemented in Red Hat Enterprise Linux
5.8
Edition 8

Landmann
rlandmann@redhat.com



Legal Notice
Copyright © 2011 Red Hat, Inc.

This document is licensed by Red Hat under the Creative Commons Attribution-ShareAlike 3.0
Unported License. If you distribute this document, or a modified version of it, you must provide
attribution to Red Hat, Inc. and provide a link to the original. If the document is modified, all Red Hat
trademarks must be removed.

Red Hat, as the licensor of this document, waives the right to enforce, and agrees not to assert,
Section 4d of CC-BY-SA to the fullest extent permitted by applicable law.

Red Hat, Red Hat Enterprise Linux, the Shadowman logo, JBoss, OpenShift, Fedora, the Infinity
logo, and RHCE are trademarks of Red Hat, Inc., registered in the United States and other
countries.

Linux ® is the registered trademark of Linus Torvalds in the United States and other countries.
Java ® is a registered trademark of Oracle and/or its affiliates.

XFS ® is a trademark of Silicon Graphics International Corp. or its subsidiaries in the United States
and/or other countries.

MySQL ® is a registered trademark of MySQL AB in the United States, the European Union and
other countries.

Node.js ® is an official trademark of Joyent. Red Hat Software Collections is not formally related to
or endorsed by the official Joyent Node.js open source or commercial project.

The OpenStack ® Word Mark and OpenStack logo are either registered trademarks/service marks
or trademarks/service marks of the OpenStack Foundation, in the United States and other countries
and are used with the OpenStack Foundation's permission. We are not affiliated with, endorsed or
sponsored by the OpenStack Foundation, or the OpenStack community.

All other trademarks are the property of their respective owners.

Abstract

The Red Hat Enterprise Linux 5.8 Technical Notes list and document the changes made to the Red
Hat Enterprise Linux 5 operating system and its accompanying applications between Red Hat
Enterprise Linux 5.7 and minor release Red Hat Enterprise Linux 5.8.


http://creativecommons.org/licenses/by-sa/3.0/

Preface
Chapter 1. Technology Previews

Chapter 2. Known Issues

2.1.
2.2.
2.3.
2.4,
2.5.
2.6.
2.7.
2.8.
2.9.

2.10.
2.11.
2.12.
2.13.
2.14.
2.15.
2.16.
2.17.
2.18.
2.19.
2.20.
2.21.
2.22.
2.23.
2.24.
2.25.
2.26.
2.27.
2.28.
2.29.
2.30.
2.31.
2.32.
2.33.
2.34.
2.35.
2.36.
2.37.
2.38.
2.39.

Chapter 3. New Packages
RHBA-2012:0286 — new package:
RHEA-2012:0224 — new package:
RHEA-2012:0220 — new package:
RHEA-2012:0171 — new package:
RHEA-2012:0221 — new package:
RHEA-2012:0183 — new package:

3.1.
3.2.
3.3.
3.4.
3.5.
3.6.

anaconda

autofs

cmirror

compiz

cpio
device-mapper-multipath
dmraid

dogtalil

firstboot

gfs2-utils
gnome-volume-manager
initscripts
iscsi-initiator-utils
kernel-xen

kernel

kexec-tools

kvm

less

Iftp

lvm2

mesa

mKinitrd
mod_revocator
openib

openmpi
perl-libxml-enno
pm-utils

rpm
redhat-release-notes
gspice
subscription-manager
systemtap

xen

virt-v2v

virtio-win
xorg-x11-drv-i810
xorg-x11-drv-nv
xorg-x11-drv-vesa
yaboot

Table of Contents

binutils220

iotop
mysql-connector-odbc64
pixman
postgresql-odbc64
python-ctypes

Table of Contents

12
16
17
17
17
17
18
19
19
20
20
21
21
21
23
29
30
34
34
34
35
35
35
36
36
36
37
37
37
37
37
38
38
39
39
40
40
40
41

.................................................................. 42

42
42
42
42
43
43



5.8 Technical Notes

3.7. RHEA-2012:0172 — new package: spice-client

3.8. RHEA-2012:0170 — new package: spice-protocol

3.9. RHEA-2012:0290 — new package: subscription-manager-migration-data
3.10. RHEA-2012:0225 — new package: virt-who

3.11. RHEA-2012:0222 — new packages: unixODBC64

Chapter 4. Package Updates

4.1.
4.2,
4.3.
4.4,
4.5.
4.6.
4.7.
4.38.
4.9.

4.10.
4.11.
4.12.
4.13.
4.14.
4.15.
4.16.
4.17.
4.18.
4.19.
4.20.
4.21.
4.22.
4.23.
4.24.
4.25.
4.26.
4.27.
4.28.
4.29.
4.30.
4.31.
4.32.
4.33.
4.34.
4.35.
4.36.
4.37.
4.38.
4.39.
4.40.
4.41.
4.42.
4.43.
4.44,
4.45.
4.46.

A A7

acl

acpid

alsa-utils
anaconda
aspell
aspell-sr

audit

autofs

bind

bind97
binutils

boost
bootparamd
busybox
cdparanoia
certmonger
Cluster_Administration
clustermon
cman

cmirror
comps-extras
conga

crash

cups

curl

Ccvs
cyrus-imapd
dapl

dbus
Deployment_Guide
device-mapper
device-mapper-multipath
dhcp
dovecot
ecryptfs-utils
esound
fcoe-utils
fetchmalil

file

firefox
firstboot
foomatic
freeipmi
freeradius2
freetype
gamin

~Aawil,

43
43
44
44
44

45
45
45
46
46
48
49
49
50
52
54
55
55
57
57
58
59
60
61
61
64
65
65
67
68
69
71
71
72
73
74
74
74
77
78
78
80
80
81
81
83
87
88
88
89
90
91



b e B

4.48.
4.49.
4.50.
4.51.
4.52.
4.53.
4.54.
4.55.
4.56.
4.57.
4.58.
4.59.
4.60.
4.61.
4.62.
4.63.
4.64.
4.65.
4.66.
4.67.
4.68.
4.69.
4.70.
4.71.
4.72.
4.73.
4.74.
4.75.
4.76.
4.77.
4.78.
4.79.
4.80.
4.81.
4.82.
4.83.
4.84.
4.85.
4.86.
4.87.
4.88.
4.89.
4.90.
4.91.
4.92.
4.93.
4.94.
4.95.
4.96.
4.97.
4.98.
4.99.

yawn
gcc

gccd4a

gdb

gdm

gfs-kmod
ofs-utils
gfs2-utils
ghostscript

glibc
Global_File_System
gnome-screensaver
gnome-system-monitor
gpart

groff

gtk2

hmaccalc

httpd

hwdata

ibutils

icu

ifd-egate
ImageMagick
initscripts
ipa-client

iproute

iprutils

iptables
iscsi-initiator-utils
java-1.6.0-openjdk
kdelibs

kernel
kexec-tools

krb5

ksh

kudzu

kvm

less

Iftp

libcxgh3

libdhcp

libexif

libhbaapi

libmlix4

libpng

libusb

libvirt

libvorbis

libX11

libXcursor
libXfont

libxmI2

Isof

A 1NN lvann

Table of Contents

92

92

93

94

95

95

96

97

99
102
102
103
104
104
104
105
105
107
108
108
109
109
110
111
113
114
114
115
116
118
119
144
147
149
153
153
156
156
157
157
158
158
159
159
160
160
161
161
162
162
162
164

cWad =



5.8 Technical Notes

4.1UV. Iuadle 100
4.101. lvm2 165
4.102. lvm2-cluster 169
4.103. man-pages 169
4.104. man-pages-ja 170
4.105. man-pages-overrides 170
4.106. mesa 171
4.107. microcode_ctl 172
4.108. mkinitrd 172
4.109. mod_auth_kerb 175
4.110. mod_revocator 175
4.111. mrtg 176
4.112. mysq|l 176
4.113. mysql-connector-odbc 177
4.114. MySQL-python 177
4.115. net-snmp 178
4.116. net-tools 180
4.117. netpbm 181
4.118. nfs-utils 182
4.119. nfs-utils-lib 184
4.120. nfs4-acl-tools 184
4.121. nss 185
4.122. nss_ldap 187
4.123. ntp 188
4.124. oddjob 189
4.125. openais 189
4.126. openCryptoki 192
4.127. OpenIPMI 193
4.128. openldap 193
4.129. openmotif 196
4.130. openscap 197
4.131. openssh 197
4.132. openssl 199
4.133. openswan 201
4.134. oprofile 202
4.135. pam_krb5 203
4.136. pam_pkcs1l 203
4.137. pango 204
4.138. parted 204
4.139. pciutils 205
4.140. pdksh 205
4.141. perl 206
4.142. perl-XML-SAX 208
4.143. php 208
4.144. php53 210
4.145. piranha 212
4.146. poppler 213
4.147. postgresq| 214
4.148. postgresql84 215
4.149. ppc64-utils 215
4.150. procinfo 216
4.151. procps 217

4.152. python 217

A A~ s U Aan



4.153.
4.154.
4.155.
4.156.
4.157.
4.158.
4.159.
4.160.
4.161.
4.162.
4.163.
4.164.
4.165.
4.166.
4.167.
4.168.
4.169.
4.170.
4.171.
4.172.
4.173.
4.174.
4.175.
4.176.
4.177.
4.178.
4.179.
4.180.
4.181.
4.182.
4.183.
4.184.
4.185.
4.186.
4.187.
4.188.
4.189.
4.190.
4.191.
4.192.
4.193.
4.194.
4.195.
4.196.
4.197.
4.198.
4.199.
4.200.
4.201.
4.202.
4.203.
4.204.
4.205.

pytnon-rnsm
python-virtinst
PyXML

qt4

rdesktop
redhat-release
redhat-release-notes
rgmanager
rhn-client-tools

rhnlib

rhpl

rng-utils

rpm

rsh

rsync

rsyslog

ruby

s390utils

sabayon

samba

samba3x

sblim

scsi-target-utils
selinux-policy
sendmail
setroubleshoot

setup

shadow-utils
smartmontools

S0s

spice-client
spice-usb-share
spice-xpi

squirrelmail

sssd
subscription-manager
sudo

syslinux
system-config-bind
system-config-cluster
system-config-date
system-config-display,
system-config-network
system-config-printer
system-switch-mail
systemtap
tog-pegasus
tomcat5
udev
unixODBC
util-linux
virt-manager
virtio-win

Table of Contents

2108
219
219
220
221
221
221
222
224
225
226
226
226
228
228
229
230
231
232
233
235
238
240
240
244
244
244
246
247
247
251
251
251
252
253
260
263
264
264
265
265
266
266
267
268
268
270
271
271
272
272
273
274



5.8 Technical Notes

4.206.
4.207.
4.208.
4.209.
4.210.
. Xinetd

. xkeyboard-config
4.213.
. Xorg-x11-drv-i810
4.215.
4.216.
. Xorg-x11-server
4.218.
4.219.
4.220.

4211
4212

4214

4217

4221
4.222

4.224

Appendix A. Package Manifest

Virtualzation_Guide

vixie-cron
vsftpd

xen
Xenpv-win

xmlrpc-c

xorg-x11-drv-mga
xorg-x11-drv-sis

xulrunner
yaboot
yp-tools

. ypserv
.yum

4.223.
. yum-utils
4.225.

yum-rhn-plugin

zsh

A.l. Server
A.2. Client

Appendix B. Revision History

274
275
276
277
281
282
282
283
284
284
285
285
287
288
288
289
290
291
293
294

296
296
403



Preface

Preface

The Red Hat Enterprise Linux 5.8 Technical Notes list and document the changes made to the Red Hat
Enterprise Linux 5 operating system and its accompanying applications between minor release Red Hat
Enterprise Linux 5.7 and minor release Red Hat Enterprise Linux 5.8.

For system administrators and others planning Red Hat Enterprise Linux 5.8 upgrades and deployments, the
Red Hat Enterprise Linux 5.8 Technical Notes provide a single, organized record of the bugs fixed in, features
added to, and Technology Previews included with this new release of Red Hat Enterprise Linux.

For auditors and compliance officers, the Red Hat Enterprise Linux 5.8 Technical Notes provide a single,
organized source for change tracking and compliance testing.

For every user, the Red Hat Enterprise Linux 5.8 Technical Notes provide details of what has changed in this
new release.

The Red Hat Enterprise Linux 5.8 Technical Notes also include, as an Appendix, the Red Hat Enterprise
Linux 5.8 Package Manifest: a listing of every changed package in this release.
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Chapter 1. Technology Previews

Technology Preview features are currently not supported under Red Hat Enterprise Linux subscription
services, may not be functionally complete, and are generally not suitable for production use. However, these
features are included as a customer convenience and to provide the feature with wider exposure.

Customers may find these features useful in a non-production environment. Customers are also free to
provide feedback and functionality suggestions for a Technology Preview feature before it becomes fully
supported. Erratas will be provided for high-severity security issues.

During the development of a Technology Preview feature, additional components may become available to
the public for testing. It is the intention of Red Hat to fully support Technology Preview features in a future
release.

DFS

Starting with Red Hat Enterprise Linux 5.3, CIFS supports Distributed File System (DFS) as a
Technology Preview.

Package: kernel-2.6.18-308
CDTB

CTDB is a clustered database based on Samba's Trivial Database (TDB). The ctdb package is a
cluster implementation used to store temporary data. If an application is already using TBD for
temporary data storage, it can be very easily converted to be cluster-aware and use CTDB.

Package: ctdb-1.0.112-1
Kerberos support for CIFS mounts

In Red Hat Enterprise Linux 5.8, users can use their Kerberos credentials to perform a CIFS
mount.

Package: samba-client-3.0.33-3.37
Brocade BFA/BNA Fibre-Channel/lFCoE driver

The bfa/bna driver for Brocade Fibre Channel Host Bus adapters is considered a Technology

Package: kernel-2.6.18-308
FreelPMI

FreelPMI is included in as a Technology Preview. FreelPMI is a collection of Intelligent Platform
Management IPMI system software. It provides in-band and out-of-band software, along with a
development library conforming to the Intelligent Platform Management Interface (IPMI v1.5 and
v2.0) standards.

Package: freeipmi-0.5.1-7
TrouSerS and tpm-tools

TrouSerS and tpm-tools are included in this release to enable use of Trusted Platform Module
(TPM) hardware. TPM hardware features include (among others):

Creation, storage, and use of RSA keys securely (without being exposed in memory)


https://bugzilla.redhat.com/bugzilla/show_bug.cgi?id=475695
http://www.gnu.org/software/freeipmi/
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Verification of a platform's software state using cryptographic hashes

TrouSerS is an implementation of the Trusted Computing Group's Software Stack (TSS)
specification. You can use TrouSerS to write applications that make use of TPM hardware. tpm-
tools is a suite of tools used to manage and utilize TPM hardware.

Packages: tpm-tools-1.3.1-1, trousers-0.3.1-4
eCryptfs

eCryptfs is a stacked cryptographic file system for Linux. It mounts on individual directories in
existing mounted lower file systems such as EXT3; there is no need to change existing partitions or
file systems in order to start using eCryptfs. eCryptfs is released as a Technology Preview for
Red Hat Enterprise Linux 5.8.

basic setup information.

Package: ecryptfs-utils-75-8
Stateless Linux

Stateless Linux, included as a Technology Preview, is a new way of thinking about how a system
should be run and managed, designed to simplify provisioning and management of large numbers
of systems by making them easily replaceable. This is accomplished primarily by establishing
prepared system images which get replicated and managed across a large number of stateless
systems, running the operating system in a read-only manner (refer to
/etc/sysconfig/readonly-root for more details).

In its current state of development, the Stateless features are subsets of the intended goals. As
such, the capability remains as Technology Preview.

The enabling infrastructure pieces for Stateless Linux were originally introduced in Red Hat
Enterprise Linux 5.

AIGLX

AIGLX is a Technology Preview feature of the otherwise fully supported X server. It aims to enable
GL-accelerated effects on a standard desktop. The project consists of the following:

A lightly modified X server.
An updated Mesa package that adds new protocol support.

By installing these components, you can have GL-accelerated effects on your desktop with very
few changes, as well as the ability to enable and disable them at will without replacing your X
server. AIGLX also enables remote GLX applications to take advantage of hardware GLX
acceleration.

Packages: X Window System group of packages.
FireWire

The firewire-sbp2 module is included in this update as a Technology Preview. This module
enahles connectivitv with FireWire storane devices and scanners.


http://trousers.sourceforge.net/
http://ecryptfs.sf.net
http://ecryptfs.sourceforge.net/README
http://ecryptfs.sourceforge.net/ecryptfs-faq.html
mailto:stateless-list@redhat.com

5.8 Technical Notes

R T A T e ~ el e I

At present, FireWire does not support the following:
IPv4
pcilynx host controllers
multi-LUN storage devices
non-exclusive access to storage devices
In addition, the following issues still exist in FireWire:
a memory leak in the SBP2 driver may cause the machine to become unresponsive.

a code in this version does not work properly in big-endian machines. This could lead to
unexpected behavior in PowerPC.

Package: kernel-2.6.18-308
Device Failure Monitoring of RAID sets

Device Failure Monitoring, using the dmraid and dmevent_tool tools, is included in Red Hat
Enterprise Linux 5.8 as a Technology Preview. This Technology Preview provides the ability to
watch and report device failures on component devices of RAID sets.

Packages: dmraid-1.0.0.rc13-65, dmraid-events-1.0.0.rc13-65
SGPIO Support for dmraid

Serial General Purpose Input Output (SGPIO) is an industry standard communication method used
between a main board and a variety of internal and external hard disk drive bay enclosures. This
method can be used to control LED lights on an enclosure through the AHCI driver interface.

In this release, SGPIO support in dmraid is included as a technology preview. This will allow
dmraid to work properly with disk enclosures.

Package: dmraid-1.0.0.rc13-65
Kernel Tracepoint Facility

In this update, the kernel marker/tracepoint facility remains a Technology Preview. This interface
adds static probe points into the kernel, for use with tools such as SystemTap.

Package: kernel-2.6.18-308
Software based Fibre Channel over Ethernet (FCOE)

The Fibre Channel over Ethernet (FCoE) driver (fcoe.ko), along with libfc, provides the ability to
run FCoE over a standard Ethernet card. This capability is provided as a Technology Preview in
Red Hat Enterprise Linux 5.8.

To enable this feature, you must login by writing the network interface name to the
/sys/module/fcoe/parameters/create file, for example:

~]# echo eth6é > /sys/module/fcoe/parameters/create

To logout, write the network interface name to the /sys/module/fcoe/parameters/destroy
file, for example:

10
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~]# echo eth6 > /sys/module/fcoe/parameters/destroy

Red Hat Enterprise Linux 5.8 provides full support for FCoE on three specialized hardware
implementations. These are: Cisco fnic driver, the Emulex 1pfc driver, and the Qlogic qla2xx
driver.

Package: kernel-2.6.18-308
iSER Support

iISER support, allowing for block storage transfer across a network and provided by the scsi-target-
utils package, remains a Technology Preview in Red Hat Enterprise Linux 5.8. In this release,
single portal and multiple portals on different subnets are supported. There are known issues
related to using multiple portals on the same subnet.

To set up the iISER target component install the scsi-target-utils and libibverbs-devel packages.
The library package for the InfiniBand hardware that is being used is also required. For example:
host channel adapters that use the cxgb3 driver the 1ibcxgb3 package is needed, and for host
channel adapters using the mthca driver the 1ibmthca package is needed.

There is also a known issue relating to connection timeouts in some situations. Refer to

Package: scsi-target-utils-1.0.14-2, other above-mentioned system-specific packages
cman fence_virsh fence agent

The fence_virsh fence agent is provided in this release of Red Hat Enterprise Linux as a
Technology Preview. fence_virsh provides the ability for one guest (running as a domU) to fence
another using the libvirt protocol. However, as fence_virsh is not integrated with cluster-suite it is
not supported as a fence agent in that environment.

Package: cman-2.0.115-96
glibc new MALLOC behavior

The upstream glibc has been changed to enable higher scalability across many sockets and
cores. This is done by assigning threads their own memory pools and by avoiding locking in some
situations. The amount of additional memory used for the memory pools (if any) can be controlled
using the environment variables MALLOC_ARENA_TEST and MALLOC_ARENA_MAX.

MALLOC_ARENA_TEST specifies that a test for the number of cores is performed once the number
of memory pools reaches this value. MALLOC_ARENA_MAX sets the maximum number of memory
pools used, regardless of the number of cores.

The glibc in the Red Hat Enterprise Linux 5.8 release has this functionality integrated as a
Technology Preview of the upstream malloc. To enable the per-thread memory pools the
environment variable MALLOC_PER_THREAD needs to be set in the environment. This environment

variable will become obsolete when this new malloc behavior becomes default in future releases.
Users experiencing contention for the malloc resources could try enabling this option.

Package: glibc-2.5-81

11
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2.1. anaconda

The anaconda packages provide the installation program used by Red Hat Enterprise Linux to identify and
configure the hardware, and to create the appropriate file systems for the system's architecture, as well as to
to install the operating system software.

12

After a reboot of a freshly-installed system, the IP over Infiniband (IPolB) interface fails to come up
automatically as Anaconda fails to manually enable the openibd init script. To work around this issue,
enable the openibd init script in the post section of the Kickstart file prior to the installation of the system:

%post
chkconfig --level 12345 openibd on

When installing Red Hat Enterprise Linux 5.8 on a machine that had previously used a GPT partitioning
table, Anaconda does not provide the option to remove the previous disk layout and is unable to remove
the previously used GPT partitioning table. To work around this issue, switch to the tty2 terminal (using
CTRL+ALT+F2), execute the following command, and restart the installation process:

dd if=/dev/zero of=/dev/USED DISK count=512

Starting with Red Hat Enterprise Linux 5.2, to boot with 1bft, the iSCSI boot firmware table support, use
the ip=ibft option as the network install option:

ip=<ip>
IP to use for a network installation, use 'dhcp' for DHCP.

By default, the installer waits 5 seconds for a network device with a link. If an iBFT network device is not
detected in this time, you may need to specify the 1inksleep=SECONDS parameter in addition to the
ip=ibft parameter by replacing SECONDS with an integer specifying the number of seconds the installer
should wait, for example:

linksleep=10

Setting the dhcptimeout=0 parameter does not mean that DHCP will disable timeouts. If the user
requires the clients to wait indefinitely, the dhcptimeout parameter needs to be set to a large number.

When starting an installation on IBM S/390 systems using SSH, re-sizing the terminal window running the
SSH client may cause the installer to unexpectedly exit. Once the installer has started in the SSH
session, do not resize the terminal window. If you want to use a different size terminal window during
installation, re-size the window before connecting to the target system via SSH to begin installation.

Installing on June with a RAID backplane on Red Hat Enterprise Linux 5.7 and later does not work
properly. Consider the following example: a test system which had two disks with two redundant paths to
each disk was set up:

mpatho: sdb, sdd
mpathil: sda, sdc

In the above setup, Anaconda created the PReP partition on mpathO (sdb/sdd), but set the bootlist to boot
from sda. To work around this issue, follow these steps:
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Add mpath to the append line in the /etc/yaboot . conf file.
Use the - -ondisk=mapper/mpatho in all part directives of the kickstart file.

Add the following script to the %post section of the kickstart file.

%post
# Determine the boot device
device=;

# Set the bootlist in NVRAM
if [ "z$device" !'= "z" ]; then
bootlist -m normal $device;

# Print the resulting boot 1list in the log
bootlist -m normal -o;
bootlist -m normal -r;

else

echo "Could not determine boot device!";
exit 1;

fi

The above script simply ensures that the bootlist is set to boot from the disk with the PReP
partition.

Mounting an NFS volume in the rescue environment requires portmap to be running. To start portmap,
run:

/usr/sbhin/portmap

Failure to start portmap will return the following NFS mount errors:

sh-3.2# mount 192.168.11.5:/share /mnt/nfs
mount: Mounting 192.168.11.5:/share on /mnt/nfs failed: Input/output error

The order of device names assigned to USB attached storage devices is not guaranteed. Certain USB
attached storage devices may take longer to initialize than others, which can result in the device receiving
a different name than you expect (for example, sdc instead of sda).

During installation, be sure to verify the storage device size, name, and type when configuring partitions
and file systems.

anaconda occasionally crashes while attempting to install on a disk containing partitions or file systems
used by other operating systems. To workaround this issue, clear the existing partition table using the
command:

clearpart --initlabel [disks]

Performing a System z installation, when the install. img is located on direct access storage device
(DASD) disk, causes the installer to crash, returning a backtrace. anaconda is attempting to re-write
(commit) all disk labels when partitioning is complete, but is failing because the partition is busy. To work

When installing to an ext3 or ext4 file system, anaconda disables periodic file system checking. Unlike
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ext2, these file systems are journaled, removing the need for a periodic file system check. In the rare
cases where there is an error detected at runtime or an error while recovering the file system journal, the

Red Hat Enterprise Linux 5 does not support having a separate /var on a network file system (nfs,
iSCSI disk, nbd, etc.) This is because /var contains the utilities required to bring up the network, for
example /var/1lib/dhcp. However, you may have /var/spool, /var/www or the like on a separate

When using rescue mode on an installation which uses iSCSI drives which were manually configured
during installation, the automatic mounting of the root file system does not work. You must configure
iISCSI and mount the file systems manually. This only applies to manually configured iSCSI drives; iSCSI
drives which are automatically detected through iBFT are fully supported in rescue mode.

To rescue a system which has / on a non-iBFT configured iSCSI drive, choose to skip the mounting of the
root file system when asked, and then follow the steps below:

$TARGET_IP: IP address of the iSCSI target (drive)

$TARGET_IQN: name of the iSCSI target as printed by the discovery command
$ROOT_DEV: devicenode (/dev/..... ) where your root fs lives

Define an initiator name;

$ mkdir /etc/iscsi

$ cat << EOF>> /etc/iscsi/initiatorname.iscsi
InitiatorName=iqn.1994-05.com.fedora:d62f2d7c09f
EOF

Start iscsid:
$ iscsid
Discover and login to target:

$ iscsiadm -m discovery -t st -p $TARGET_IP
$ iscsiadm -m node -T $TARGET_IQN -p $TARGET_IP --login

If the iISCSI LUN is part of a LVM Logical volume group:

$ lvm vgscan
$ 1lvm vgchange -ay

Mount your / partition:

mount /dev/path/to/root /mnt/sysimage
mount -t bind /dev /mnt/sysimage/dev

mount -t proc proc /mnt/sysimage/proc
mount -t sysfs sysfs /mnt/sysimage/sys

B B BB

Now you can chroot to the root file system of your installation if wanted

$ chroot /mnt/sysimage /bin/su -


https://bugzilla.redhat.com/bugzilla/show_bug.cgi?id=513480
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Chapter 2. Known Issues

When installing KVM or Xen guests, always create a partition for the guest disk, or create an LVM
volume. Guests should not be installed to block devices or raw disk devices. Anaconda includes disk label
duplication avoidance code, but when installing within a VM, it has no visibility to the disk labels
elsewhere on the host and cannot detect duplicates.

If guest file systems, especially the root file system, are directly visible to the host, a host OS reboot may
inadvertently parse the partition table and mount the guest file systems. This can lead to highly
undesirable outcomes.

The minimum memory requirement when installing all Red Hat Enterprise Linux packages (i.e. * or
@everything is listed in the %packages section of the kickstart file) on a fully virtualized Itanium
guest is 768MB. After installation, the memory allocated to the guest can be lowered to the desired
amount.

Upgrading a system using Anaconda is not possible if the system is installed on disks attached using
zFCP or iSCSI (unless booted from the disk using a network adapter with iBFT). Such disks are activated
after Anaconda scans for upgradable installations and are not found. To update please use the Red Hat
Network with the hosted Web user interface, a Red Hat Network Satellite, the local graphical Updater, or
the yum command line.

Anaconda's graphical installer fails to start at the default 800x600 resolution on systems utilizing Intel
Graphics Device Next Generation (IGDNG) devices. To work around this issue, ensure anaconda uses a
higher resolution by passing the parameters resolution=1024x768 or resolution=1280x1024 to
the installer using the boot command line.

The NFS default for RHELS is locking. Therefore, to mount nfs shares from the %post section of
anaconda, use the mount -0 nolock, udp command to start the locking daemon before usingnfs to

If you are using the Virtualized kernel when upgrading from Red Hat Enterprise Linux 5.0 to a later 5.x
release, you must reboot after completing the upgrade. You should then boot the system using the
updated Virtualized kernel.

The hypervisor ABI changes in an incompatible way between Red Hat Enterprise Linux 5 and 5.1. If you
do not boot the system after upgrading from Red Hat Enterprise Linux 5.0 using the updated Virtualized

When upgrading from Red Hat Enterprise Linux 4.6 to Red Hat Enterprise Linux 5.1 or later, gcc4 may
cause the upgrade to fail. As such, you should manually remove the gcc4 package before upgrading.

When provisioning guests during installation, the RHN tools for guests option will not be available. When
this occurs, the system will require an additional entitlement, separate from the entitlement used by dom@.

To prevent the consumption of additional entitlements for guests, install the rhn-virtualization-

When installing Red Hat Enterprise Linux 5 on a guest, the guest is configured to explicitly use a
temporary installation kernel provided by dom@. Once installation finishes, it can then use its own
bootloader. However, this can only be achieved by forcing the guest's first reboot to be a shutdown.

As such, when the Reboot button appears at the end of the guest installation, clicking it shuts down the
guest, but does not reboot it. This is an expected behavior.

Note that when you boot the guest after this it will then use its own bootloader.

Using the swap --grow parameter in a kickstart file without setting the - -maxsize parameter at the
same time makes anaconda impose a restriction on the maximum size of the swap partition. It does not
allow it to grow to fill the device.
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For systems with less than 2GB of physical memory, the imposed limit is twice the amount of physical
memory. For systems with more than 2GB, the imposed limit is the size of physical memory plus 2GB.

Existing encrypted block devices that contain vfat file systems will appear as type foreign in the
partitioning interface; as such, these devices will not be mounted automatically during system boot. To
ensure that such devices are mounted automatically, add an appropriate entry for them to /etc/fstab.

When using anaconda's automatic partitioning on an IBM System p partition with multiple hard disks
containing different Linux distributions, the anaconda installer may overwrite the bootloaders of the other
Linux installations although their hard disks have been unchecked. To work around this, choose manual
partitioning during the installation process.

The following known issue applies to the PowerPC architecture:

The minimum RAM required to install Red Hat Enterprise Linux 5.8 is 1GB; the recommended RAM is
2GB. If a machine has less than 1GB RAM, the installation process may hang.

Furthermore, PowerPC-based machines that have only 1GB of RAM experience significant performance
issues under certain RAM-intensive workloads. For a Red Hat Enterprise Linux 5.8 system to perform
RAM-intensive processes optimally, 4GB of RAM is recommended. This ensures the system has the
same number of physical pages as was available on PowerPC machines with 512MB of RAM running
Red Hat Enterprise Linux 4.5 or earlier.

The following known issue applies to the IBM System z architecture:

Installation on a machine with existing Linux or non-Linux file systems on DASD block devices may cause
the installer to halt. If this happens, it is necessary to clear out all existing partitions on the DASD devices
you want to use and restart the installer.

The following known issue applies to the Itanium architecture:

If your system only has 512MB of RAM, attempting to install Red Hat Enterprise Linux 5.4 may fail. To
prevent this, perform a base installation first and install all other packages after the installation f